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Abstract—In this paper, a Micro Inertial Measurement Unit 
(�IMU) based on Micro Electro Mechanical Systems (MEMS) 
sensors is applied to sense the motion information produced  by 
characters written by human subjects. The �IMU is built to 
record the three-dimensional accelerations and angular velocities 
of the motions during hand-writing.  (Here we write the 
characters in a plane, so only two accelerations and one angular 
velocity are taken from �IMU in processing the data discussed in 
this paper). Then, we compared the effectiveness of data 
processing methods such as FFT (Fast Fourier Transform) and 
DCT (Discrete Cosine Transform) by showing their 
corresponding experimental results. Subsequently, we gave an 
analysis of these two methods, and chose DCT as the preferred 
data processing method. For character recognition (26 English 
alphabets and 10 numerical digits), unsupervised network Self-
Organizing Map (SOM) is applied to classify the characters and 
comparatively good results are obtained. Our goal is to show the 
feasibility of character recognition based on selected sensor 
motion information, and provide a potential technology for 
human-gesture recognition based on MEMS motion sensors. 

Index Terms—MEMS, �IMU, SOM, FFT, DCT. 

I. INTRODUCTION 

With the advent of computing technologies, specifically 
in the areas of improved computational speed and reduced 
system cost with additional functionalities,  real-time and 
virtual interactions between humans and computers have 
gained significant research and commercial interests recently. 
Our work discussed in this paper focuses on human 
interactions with computing devices using characters and 
gesture recognition. There are two primary character 
recognition methods based on different inputs: one is Optical 
Character Recognition (OCR), which gets data information by 
scanning the printed text; the other is Dynamic Character 
Recognition (DCR), which recognizes the characters based on 
their motion information, such as acceleration, angular 
velocity and so on.  

Since DCR method can realize interactions between a 
human and a computer much more effectively than OCR 
method, and together with the rapid development of advanced 
micro sensor technology, quit a few research groups have 
recently explored the possibility of realizing DCR using 
MEMS motion sensors. An example of using MEMS motion 
sensors to recognize human gestures is given in [1], where the 
researchers try to recognize Vietnamese sign language using 

MEMS accelerometers [1]. Examples of research in using 
MEMS sensors in input devices to provide accelerations and 
angular velocities for DCR are given in references [2-7]. 

Having obtained motion information from an input 
device, in order to recognize the characters, theoretically the 
trajectory of the input device can be reconstructed by 
integrating its accelerations twice to get its position [8]. Also, 
the characters could theoretically be recognized directly just 
base on accelerations and angular velocities. However, due to 
various noise signals, which may include significant intrinsic 
drift of the sensors, circuit thermal noise, random noise etc. 
[9], practically it is extremely difficult to reconstruct the 
characters either directly or by double integration.  

For example, we wrote two characters “M” and “N” 
using a MEMS sensor based input device on a transparent 
plane. At the same time, sequential images of the motion of 
the input device were recorded by a high speed camera while 
characters were written directly above (experimental set up is 
described in [9]). Then, we acquired the motion data 
information of each character in two forms: one is angular 
velocities and accelerations of the device measured by the 
MEMS sensors; the other is the motion trajectory of the input 
device recorded by the camera. We then obtained the 
trajectory of the input device by combining the sequential 
pictures (red line in Fig. 1) and compared it to position 
trajectory obtained using the MEMS sensors by double-
integration of acceleration signals (green line in Fig. 1).   In 
this Figure, the characters “M” and “N” are recognizable by 
the red lines, but are unrecognizable by the green lines, i.e., 
the MEMS acceleration sensors could not provide enough 
sensitivity and stability to give position trajectories as simple 
as “M” and “N”.   

In addition, another method was explored to recognize 
the “M” and “N” characters. We wrote 10 times of each 
character respectively on a plane as mentioned above. And 
then, based on the accelerations and angular velocities 
obtained by the sensors in the experiment, the classification 
was done after the data were pre-processed.  We find these 
two characters could be classified completely, that is, 100% 
correct rate was obtained. With this encouraging result, we 
extended our work to recognize all 26 English alphabets in 
addition to the numerical digits from “0” to “9”.  The results 
of this work are discussed in this paper. 

In fact, similar experiments were performed to realize 
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character recognition base on acceleration sensors’ motion 
information by S. D. Choi et al [10]. In that paper, ten hand-
written numbers were classified based on the 3D accelerations 
and two popular dynamic recognition methods HMM and 
DTW were applied to realize the character recognition. 
Different from their work, we employ an unsupervised 
network Self-Organizing Map (SOM) to carry out character 
recognition. As we will discuss in this paper, SOM gives 
relatively good results in recognizing some English alphabets 
and numerical digits.   

This paper is organized as follows: In Section II, the 
experimental devices, data acquisition, data processing will be 
presented first, followed by a brief introduction to SOM. And 
then, detailed experimental results of motion based characters 
recognition will be discussed in Section III. 

 

II. EXPERIMENTAL SETUP 

A. Experimental device  

As mentioned before, a Micro Inertial Measurement Unit 
(�IMU) based on Micro Electronic Mechanical System 
(MEMS) sensor is applied to measure the motion information 
produced by the input device when characters are written. 

The experimental setup of our experiment is shown in 
Fig.2. Fig.3 is the hardware structure of our input device. 
Accelerations and angular velocities can be detected by the 3 
accelerometers and 3 angular rate gyroscopes, respectively.. 
The output signals of the accelerometers (AX, AY) and the 
rate gyros (GXY) are measured directly with an A/D converter 
inside the microcontroller [11]. The sensor is connected to a 
computer through a USB interface when the characters are 
written on a smooth plane. The transformed digital signal is 
transmitted to a computer for off-line analysis through a USB 
port. 

B. Data acquisition 

 50 trials were conducted for each character from “0” to 
“9”, and “A” to “Z”. In general, we write “0” (the numerical 
digit) and “O” (the alphabet) in a same way, so here we 
replace “0” for “O”, i.e., only 35 characters are written. 

There are some basic rules that we followed when 
writing the characters during the experiments. Firstly, since 
the cross section of our �IMU is about 25 mm 25 mm, the 
characters written were all about 65mm long and 65mm height. 
Secondly, when writing the characters, the attitude of the 
�IMU was kept consistent, and there should be no pause 
during each character writing (i.e., each character should be 
completed in a continuous stroke), otherwise, the data could 
be hard to recognize. Lastly, the tip of the input device was 
always kept in touch with the horizontal writing plane during 
the writing motions, i.e., to ensure that the writing motion is in 
a two dimensional plane as much as possible. 

We recorded 1750 experimental results consisting of 500 
numbers and 1250 capital letters, which form a database of 
these characters. Each result includes 3 arrays measured by 3 
corresponding sensors respectively. For example, Fig.4 shows 
original motion data recording of character “H” including two 
accelerations and one angular velocity. GXY is the angular 
velocity on the plane. AX and AY are accelerations in X, Y 
directions. 
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Fig. 1 Comparison between original letters and reconstructed ones. 

Fig. 3 Illustration of the 3D Motion Sensing System. 
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Fig. 2 Experimental setup. 
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C. Data processing 

 We performed data pre-processing to filter noise and 
reduce dimension. FFT (Fast Fourier Transform) is the 
fundamental method to compress data and transform data from 
time domain to frequency domain, and it has been widely used 
in various areas.  Its transforming algorithm is shown as 
follows:    
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Where N is the number of points in FFT, Xkfft is the kth  point of 
the output data.                                                                     

  At the beginning, we took FFT transform for 11 capital 
letters: “A”, “B”, “C”, “D”, “E”, “F”, “G”, “M”, “N”, “S”, 
“W”, and then imported the data into SOM workplace to 
classify them. Unfortunately the experimental results were 
unsatisfactory. As shown in Table I, the four characters “M” 
and “N”, “D” and “S” were always mixed up though the 
correct rate of other characters is more than 66%.  

In order to reduce this confusion, we try using another 
data compressing method, i.e., DCT (Discrete Cosine 

Transform, hose transforming algorithm is shown below in Eq. 
(2) to compress these data, and then compared its 
experimental results with FFT:       

1

0

1cos( ( ))
2

N

kdct n
n

kX x n
N

π−

=

= +�                   (2) 

Where N is the points in DCT, Xkdct is the kth point of the 
output data.                     

Table II shows the experimental result of these 11 capital 
letters pre-processed by DCT. Form Table II, we find there are 
not so many characters that were mixed up as compared to 
results shown in Table I, and the correct rate of these 
characters is more than 70%.Therefore, we have deemed that 
DCT is more appropriate for our character recognition 
experiments. In the later experiments, all other characters were 
pre- processed by DCT.   

In fact, from their transformation formula we can see that 
DCT is similar to FFT, but using only real numbers. The data 
processed by FFT will have more coefficients than by DCT, 
so it is hard to ensure its precision. Though they are all 
periodic functions, data processed by DCT is continuous on 
the boundary point, whereas FFT is not. There may be much 
noise produced due to the discontinuity. 

After normalizing the transformed data, we compared the 
FFT and DCT processed data as shown in Fig. 5. From this 
Figure, the data processed by DCT fluctuates more than FFT, 
and hence they are easier to recognize during the classification 

1680 1700 1720 1740 1760 1780 1800 1820 1840 1860

110

120

130

140

150

160

 

 

GXY
AX
AY

Fig. 4 Original motion data of character “H”.                  

TABLE I 
EXPERIMENTAL RESULTS OF FFT 

Recognized Characters 
A B C D E F G M N S W 

C
ha

ra
ct

er
s  

W
rit

te
n 

A 43    2 1 1   3  
B  47     3     
C   49    1     
D  2  48        
E     43     7  
F 1    2 46    1  
G     3  47     
M      1  47 1 1  
N        27 3  20 
S   4 43  1 2     
W         16 1 33 

TABLE II 
EXPERIMENTAL RESULTS OF DCT 

 Recognized Characters 
A B C D E F G M N S W 

C
ha

ra
ct

er
s  

  W
rit

te
n 

A 40    2 1 6  1   
B  45  2 1 1 1     
C   48       2  
D  3 1 46        
E     50       
F     6 42   1 1  
G 4    5 3 38     
M        47 3   
N     1 4  4 41   
S   14  1     35  
W      1 1 4   44 
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Fig. 5 Comparison of data processed by FFT and DCT. 
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process. In addition, we find that if we take the first twenty 
orders of the transformed data, then FFT takes 70% of the 
total energy while DCT takes 96%. Hence the data 
information processed by DCT is more concentrated, and less 
information is lost during dimensional reduction.  

D. Introduction to SOM 

Kohonen’s Self-Organizing Maps (SOM) is simple 
analogs of the human brain’s way of organizing information in 
a logical manner. They can learn to classify input vectors 
according how they are grouped in the input space. SOM is a 
self-competitive network. It is a single-layer network with a 
winner-take-all layer using an unsupervised learning algorithm. 
During the self-organizing procedure the topologically close 
relationship of the organized information is maintained. The 
data are mapped from high dimensional to one or two 
dimensional feature maps. 

In the training procedure, the network finds the neuron 
that is closest to the input data vector by calculating their 
Euclidean distance and declares the neuron with minimum 
Euclidean distance as the winning neuron. Then the weights of 
all the neurons in the vicinity of the winning neuron are 
updated, by an amount inversely proportional to the distance. 
The training process is terminated if a prescribed number of 
iterations are reached. The network does not give direct 
information on the actual physical classification of the data 
samples, but merely clusters and classifies the data set based 
on the set of attributes used [12]. 

SOM is well known for its ability to identify regularities 
and correlations, and perform automation clustering and 
categorization of input data [13,14], so it is one of the most 
fascinating topics in neural networks. Owing to its advantage 
in needing less data, simpler algorithm, and powerful in 
clustering analysis, SOM has been applied in many fields. In 
our project, we used SOM to realize character (26 English 
letters and 10 numbers) classification. 

III. EXPERIMENTAL RESULTS 

As mentioned before, each character from “0” to “9” and 
“A” to “Z” was written 50 times on a plane in our 
experiments, and the information we obtained is angular 
velocity on  X-Y plane and accelerations in x and y directions. 
However, as noted earlier, we wrote “0” and “O” in a same 
way, therefore only 35 characters were written in our 
experiments, and the total samples of these characters are 
1750. For each experimental result, we performed a DCT 
transform of the 3 sensor data arrays respectively, and then we 
took the first twenty coefficients of each DCT. After this 
transformation, we obtained a matrix having 1750 rows and 60 
columns. Each row is a sample which consists of 20 
elements in the sequence of GXY, AX, and AY. 

Classification was done in two ways: one was to putting 
all these characters in a same group to recognize them; the 
other was to separate the alphabets from the numerical digits, 
and then classifying the numbers and letters respectively. 

A. Recognize all the characters in a same group 
In this case, the experimental results can be divided into 

three groups: mixed up group, bad classification group and 
other characters. Table III shows part of the recognition results 
of this original method. 

From Table III (a), we find there are too many characters 
mixed up. For example, “0”, “1”, “6”, and “U” are classified 
into a same group and recognized as number “1”; “7”, “C” 
and “X” are also mixed up. Besides, there are some other 
characters such as “2”, “3”, “5”, “H”, “J”, “Q”, “R” and 
“Y” etc., which are almost evenly divided into other 
characters’ group and recognized as other characters.  

We list the correct rate of the other characters that have 
comparatively better recognition rate, as shown in Table III 
(b). From this table, we find their correct rates are also 
unsatisfactory. 

Besides the poor performance, owing to the large input 
matrix, at least 40 minutes is required each time to train the 
network, so it is not an ideal method to classify the characters. 

B. Separating numbers from letters before classification 
We also tried another approach: separate the data set of 

the letters and numbers before using the network to classify 
them respectively. Table IV shows the recognition results of 
the numbers. From this table we see that most of these 
numbers can be recognized with a correct rate higher than 
78% except for the number “6”. There are about twenty 
numbers “6” and forty-seven numbers “0” that got mixed 
owing to their similar writing stroke. It can be concluded that 

TABLE IV 
EXPERIMENTAL RESULTS OF NUMBERS 

Experimental 
Results of 
Numbers

Recognized Characters 

0 1 2 3 4 5 6 7 8 9 

   
   

   
  I

np
ut

 

0 47  1     2   
1  49     1    
2   44 1   2 1  1 
3  1  44     2 3 
4   3  39  7  1  
5    1  45 2   2 
6 21 3 8     12  6 
7 1 1      48   
8  1     1  46 2 
9   4 1   3   42 

TABLE III 
CHARACTER RECOGNITION RESULTS 

Recognized 
Character 1 7 I M X 

Actual Input 0 1 6 U 7 C X F I M N 5 X 

Mixed Up Count 43 48 39 24 44 44 30 23 28 31 22 19 14
 (a) Mix up Characters 

Input 4 7 8 9 A B D E G I 
Correct Rate (%) 86 88 94 54 40 76 92 70 76 56 

Input K L M P S T V W Z  
Correct Rate (%) 64 44 62 64 52 52 92 86 92  

 (b) Correct Rate of other Characters  
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the numbers can be recognized better this way by comparing 
the results listed in Table III and IV. 

Then the same method was applied to classify the 26 
capital letters, and its corresponding result is summarized in 
Table V. By analyzing the table we find there are also several 
characters which were mixed up, i.e., “M” and “N”, “O” and 
“U”, “Q” and “Y”, “P” and “Z”. However, the number of 
counts of mixed up occurrence is much less than in Table III. 
In addition, the correct rate of some characters, such as “O” 
and “X”, reaches 100%. 

IV. CONCLUSION 

In this paper, we present our latest work on character 
recognition based on the acceleration and angular velocity 
motion of the input device when writing characters in a 2D 
plane. A �IMU built using MEMS sensors is employed for 
detection of the motion associated with writing the 26 English 
alphabets and the numerical digits from “0” to “9”. 
Experimental data is transmitted to a computer via a USB 
interface for post-analysis. For data pre-processing, after 
comparing FFT and DCT results, we find that DCT is more 
proper for data compression. We also use SOM as a character 
recognition method for training and classifying data 
transformed by DCT. Due to the inherent MEMS sensor 
noises, which are impossible to totally eliminate, sometimes it 
is not feasible to reconstruct the exact shape of hand-written 
characters, so our work has the advantage of recognizing the 
characters based on acceleration and angular velocity 
information, rather than having have to reconstruct the 

character shapes by double-integration of acceleration to 
obtain position.  

Experimental results show that it is feasible to recognize 
characters based on the acceleration and angular velocities 
with a considerable correct rate except for some characters. 
Therefore we can extend character recognition into gesture 
recognition in our future works. However, during the 
experiment, we also find that SOM has some limitations 
which can affect its classification results, such as its sensitivity 
to data input sequence and signal level. Therefore, we will try 
to improve this network in future. 
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